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Motivation for my PhD

“How can we make reinforcement learning (RL) truly reliable for
real-world application —
ensuring agent behave safely, consistently and learn efficiently from limited data?”
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Example of successful RL
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Example of successful RL

RL -> Emergent Behaviours!
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High complex state space:1
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Discovered novel innovative moves
using RL that were not known to human kind



Reinforcement Learning

Agent interacts with the environment to maximize the reward r

Action (a,)
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Reinforcement Learning

Agent interacts with the environment to maximize the reward r

Action (a,)
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Defining Q-function

o0
— 1
G, = Zy’ ‘r=r4yr o . YT+

1=t

Total reward G,, is discounted sum of future rewards



Defining Q-function

o0
- 1
G, = Zy’ ‘r=r4yr o . YT+

1=t

Total reward G,, is discounted sum of future rewards

Q(Sp Clt) — [ [Gt ‘ AP Clt]

Q function captures expected future rewards an agent gets

starting from given state s, and taking action a,
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What we want an RL agent to do?

Q(Sta ar) — [ [Gz ‘ St Clt]

Ultimately, agent needs to find policy z(a | s) which learns to take best action a

at any given state s.

r*(s) = arg max Q(s, a)

Policy & needs to choose action which maximize expected cumulative rewards
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Q function and Value function

Q(Sta Clt) — ‘[thSt, Clt] V(St) — ‘[Gt‘St] — _[Q(Sta az)]

state action

Q = expected performance, V = expected performance,

given s and a given s
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Temporal Difference (TD) Learning

Temporal Difference (TD) learning updates value function by bootstrapping the
target with 1-step value

V(St) — _[Gt | Sz]
= E[r(s,) + yr(s,.) + ... |s]

V(s) = V(s,) + a (r(s) + yV(s,.) — V(s)




Policy Evaluations and Policy Control

' @
‘a Policy Evaluation o Policy Control

‘How good is this policy?’



Policy Evaluations and Policy Control

Policy Control

&2 Policy Evaluation

‘How good is this policy?’ ‘What should | do to perform better?’

&7



Policy Evaluations and Policy Control

&2 Policy Evaluation

‘How good is this policy?’

Givenz—= Lk, |G, |s =g,

aA~7T

expected total reward
following policy &
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Policy Control

&7

‘What should | do to perform better?’

Given & — find improved 7’
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Why Policy Evaluation is important?

Examples

outcome?

A . helpfulness?

Hypothesis A user engagement?

‘copilot needs to evaluate effectiveness of policy’
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Why Policy Evaluation is important?

Examples
run Policy 7, > evaluate performance
outcome?
A . helpfulness?
Hypothesis A user engagement?

‘copilot needs to evaluate effectiveness of policy’
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Think of multiple Policy Evaluation

Examples - successful auto reply to email @

» summarization of long emails Eé*E

A / - extracting tasks from meetings ?/

HypOtheSiS A * summarization of meetings [%?ﬁo

/A

Hypothesis B

a

Hypothesis C
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Think of multiple Policy Evaluation

Examples - successful auto reply to email @

» summarization of long emails Eé*E

A / - extracting tasks from meetings ?/

HypOtheSiS A * summarization of meetings [%?ﬁo

/A

Hypothesis B —— @ e @ &

a

Hypothesis C . @ EZ*E el
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How to do multiple Policy Evaluation?

Examples - successful auto reply to email @
-7 = o |
g - summarization of long emails Eé B
Run 7 A A / - extracting tasks from meetings ?/
» HypOtheSiS A - summarization of meetings [%E%
Run 7y g

Hypothesis B —— @ e @ &

Run 7z, A\
. —

Hypothesis C - @ EZ*E el
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Problem: How to do multiple Policy Evaluation?

Examples
- - -
—=

—=
/ expensive data collection

Hypothesis A
- - safe/unsafe to run A/B testing
-
A\
Hypothesis B - (O data collection can be slow

Run 7 A time consuming

Hypothesis C

23




How to evaluate many strategies
efficiently and know where we need more
data”?




estimate how good policy A is

/ by running another policy B

Off Policy Evaluation

Our Solution

Adaptively learn single sampling policy,
which collects data to evaluate multiple
hypothesis in parallel.

o

Hypothesis A

Run policy u
75

" Hypothesis B

_&_ /?

Hypothesis C

on where to focus
for data collection




Why THIS Solution? e

saves money WOy
&=

Off Policy Evaluation ess time

safer approach to evaluate

o

Hypothesis A

Run policy / A _

>

\Hypothesis B

Hypothesis C

feedback on where to focus
for data collection




What is the Feedback for self-loop?

Feedback = Variance

rg = A (1,0.5)




What is the Feedback for self-loop?

Feedback = Variance

=01 O
Goal: how good is this policy? Monte-Carlo estimation
would need more data for correct
estimation of expected reward
= ol 7]

rg = A(1,0.5)
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What is the Feedback for self-loop?

Feedback = Variance

~ =01 O
Goal: how good is this policy? Monte-Carlo estimation
would need more data for correct
estimation of expected reward
= ol 7]

rg = A(1,0.5)

Arm A is stable Arm B Is noisy

R
FA

lﬂl Sampling data
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What is the Feedback for self-loop?

Feedback = Variance

~ =01 O
Goal: how good is this policy? Monte-Carlo estimation
would need more data for correct
estimation of expected reward
= ol 7]

rg = A(1,0.5)

Low High

Arm A is stable Arm B Is noisy

R
FA

lﬂl Sampling data

30
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Mathematical Formulation

Policy Evaluation of General Value Functions (GVFs)

Policy Tt T T3
Rewards r rs 2
Evaluate P
expected total —
reward under | Elrla~ml | Elnla~ml | Elrnla~ ]
policy \
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Mathematical Formulation

Policy Evaluation of General Value Functions (GVFs)

GVF: Pair (nié

Policy Tt T T3
Rewards r rs 2
Evaluate P
expected total —
reward under | Elrla~ml | Elnla~ml | Elrnla~ ]
policy \
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Real World GVF Example

Water treatment Plant (Janjua et al. 2024)

Cl Sensor Type
Pressure

Flowmeter

C pH
2 Temperature

Turbidity

Total Organic Carbon (TOC)

Conductivity

Water Source Pretreatment Filtration Storage

. e e 00000 4

I# # 250528282828282
e

e
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0000000

Sensor Value

10 5
Hours

|

Predict the future values of signal c;
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Mathematical Formulation

Find sampling policy ¢ which minimizes sum of variance in rewards under different

policy x; \
n
p* = arg min Z variance,,(G;, ;)
uo
=1

|
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Mathematical Formulation

0
sum of future rewards: G; = Z y'rH

=0
n

k — . .
U= = arg min Z varlanceaNﬂ(Gi, ﬂi)
/A
=1

|



Mathematical Formulation

0
sum of future rewards: G; = Z ytrt[i] [ A\
=0
n

S 1 '
pu* = arg min E variance,,(G;, ;)
wo A
=1

|

) Off-Policy Evaluation: run policy u, but

estimate evaluate performance of policy 7;

36



Why minimize variance?

Minimize MSE(true perf., estimate perf)

— Bias2 + Variance



Why minimize variance?

Minimize MSE(true perf., estimate perf)

= 9A8/2+ Variance = minimize Variance

We will use importance sampling for off-policy correction = unbiased estimates

38



Importance Sampling
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Variance Estimator
Jain et al., AAAI 2021

.

,u* = arg min 2 varianceaNﬂ(Gi, ﬂi) )
Pzl N
sum of future reward

variance(G) = E[(G — exptected perf G)?]

40



Variance Estimator
Jain et al., AAAI 2021

variance(G) = E[(G — exptected perf G)?]

.

p* = arg min Z variance,,(G;, 7;)
Pzl N

cumulative discounted rewards

Why TD estimator?
* Faster updates

e easy to scale in complex environments

41



Contributions

SR

iteratively update decrease in
sample efficient parallel task evaluations

sampling policy prediction error

of performance

42



Adaptive Sampling Policy

target policy: “how good | am?”
sampling policy

: - \/ Zi:() ﬂi(a ‘ S) var; k(S’ Cl) normalization factor
u* = arg min Z variance,,(G;, ;) My =

poo > i
%\ I w5 Pvart(s.a)

iterate
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Adaptive Sampling Policy

target policy: “how good | am?”

n \/ ZZO w(a|s)*varl (s, a)

* — ' i
U* = arg min Z variance,,(G;, ;) Hirq =

. e . N
%\ E w5 Pvart(s,a)

iterate

sampling policy, L1 & target policy X 4/var(cumulative rewards)

more data high uncertainty

less data low uncertainty

44

sampling policy

normalization factor



Empirical Results
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Lower MSE of performance is better _ ,
non-stationary reward signal
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Mujoco Environments

Continuous states and actions

" e
.

— Qurs o
—— RoundRobin

— UniformPolicy

— Qurs
— RoundRobin
— UniformPolicy

lower MSE
IS better

Avg MSE/

Avg MSE

10° 10° 5x10%  10° 10°
Steps Steps

(a) Averaged MSE 1n Walker (b) Averaged MSE 1n Cheetah

Two tasks: Walk, flip Two tasks: Walk, run
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Higher number of parallel tasks

Ours
§ — ours Faster MSE reduction
SR

g 101 - —— RoundRobin _
o —— MixturePolicy with less number of samples
S ] —— nirormeolIcy
>

y=|l.5 _____________________________________

0.0 0.5 1.0 1.5 2.0
Num of Samples &0

Average MSE of 40 number of tasks
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Other useful scenarios

Improving Offline Evaluations

new strategy

Improved
- [performance]
off policy A
Il evaluation - [performance] /
- Var[performance]

Offline dataset

collect data using safe i policy

48



Future Motivation

Evaluating many strategies from one acting policy

S T
‘{}' et

fine-tuned inference time |

Al Agents -~ Specific field -
uncertainty driven
exploration Our ApprOaCh
> \
—
= aga
QQQQO

Allows evaluation of many strategies
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Thanks You!

arushi.jain@mail.mcgill.ca



Additional Slide

V(S) = —[I”t + }/V(St _|_1) ‘ S = St] expected performance

Var(s) = _[5t2 + szar(st +1) ‘ S = St] variance in performance

e

61‘ — I’t + }/V(SH_l) — V(St)
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